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I.GOALS AND 
MOTIVATION

● Being able to preprocess and extract 
essential features for different EEG datasets

● Further our understanding of transfer 
learning with different EEG datasets

● Compare the accuracy of the dataset of 
meditation -thinking between different 
methods (data training from scratch vs 
transfer learning)
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II. What is EEG ?
• Abbreviation for Electroencephalography
• A method to record the electrical activity 

of the brain from the scalp
• By a EEG cap
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II. What is EEG ?
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II. What is EEG ?
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Motor Functions, higher mental

Normal waking state, concentration, 
focus, five physical sense

Relaxed, light meditation, creative, 
super learning, consciousness

Light sleep, deep meditation

Deep, dreamless sleep, unconscious



III. EEG Music listening

• 20 participants
• Each close their eyes and  listen 

12 songs of differents genres
• Record with 129 electrodes
• Rate the enjoyment 1 (most) to 5 

(least)
• Binary Classification : 

• rate 1 to 3 : class 1 (enjoyment)
• rate 4 to 5 : class 0 (not enjoyment)

7

CREDIT: UNSPLASH.COM (FREE)

https://openneuro.org/datasets/
ds003774/versions/1.0.0
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III. EEG Meditation vs Thinking

● 98 participants
● Performed 4 blocks of 10 

minutes:  
○ Thinking block 
○ Meditation block : breath counting
○ Thinking block
○ Meditation block : tradition-specific 

meditation

● Record with 74 - 82 electrodes
● Binary Classification :

○ Meditation : class 1
○ Thinking : class 0
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CREDIT: UNSPLASH.COM (FREE)

https://openneuro.org/datasets/
ds003969/versions/1.0.0



EEG APPRECIATION DE LA MUSIQUE
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EEG APPRECIATION DE LA MUSIQUE
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EEG APPRECIATION DE LA MUSIQUE
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EEG APPRECIATION DE LA MUSIQUE
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For information, due to time and memory issues, we 
only use a part of each dataset to build model :( 



IV. METHODS

PREPROCESSIN
G

SEPARATION INTO EPOCHS

BASELINE

SUPERVISED LEARNING FOR 
2 DATASETS

TRANSFER 
LEARNING

TRANSFER LEARNING FROM 
MUSIC LISTENING DATASET 
TO MEDITATION-THINKING 

DATASET

IMPROVEMENT 

CROSS-VALIDATION

CONCLUSION

RESULT EXTRACTION AND 
COMPARISON
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WORKFLOW RNN

17

 Preprocessing 
with librairi 

MNE

Output and 
classification

with Pytorch



TRANSFER LEARNING

CREDIT : HTTPS://TOWARDSDATASCIENCE.COM/A-COMPREHENSIVE-HANDS-ON-GUIDE-TO-TRANSFER-LEARNING-WITH-REAL-WORLD-
APPLICATIONS-IN-DEEP-LEARNING-212BF3B2F27A
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● Solution for small dataset, 
especially EEG datasets

●  Multiple type of Transfer 
Learning :

○ Freeze all the layers
○ Freeze some layers



Architecture RNN + transfer 
learning
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 Preprocessing 
with librairi 

MNE

Output and 
classification

Meditation 
and Thinking

Model Music listening 
trained with RNN

1. Freeze all layers

2. Freeze 
first layer



V. RESULTS AND ANALYSIS 
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BASELINE: RNN MODEL
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MUSIC DATASET MEDITATION DATASET

Combinations of hyperparameters [“number of epochs” - “batch size”]
1. 5 - 8                                  4. 10 - 8                             7. 20 - 8
2. 5 - 16                                5. 10 - 16                           8. 20 - 16
3. 5 - 32                                6. 10 - 32                           9. 20 - 32 

Training Accuracy
Validation Accuracy



BASELINE: RNN MODEL
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MUSIC DATASET

Combinations of hyperparameters [“number of epochs” - “batch size”]
1. 5 - 8                                  4. 10 - 8                             7. 20 - 8
2. 5 - 16                                5. 10 - 16                           8. 20 - 16
3. 5 - 32                                6. 10 - 32                           9. 20 - 32 



BASELINE: RNN MODEL
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MEDITATION DATASET

Dimensionali
ty

Instability

Poor 
accuracy

Combinations of hyperparameters [“number of epochs” - “batch size”]
1. 5 - 8                                  4. 10 - 8                             7. 20 - 8
2. 5 - 16                                5. 10 - 16                           8. 20 - 16
3. 5 - 32                                6. 10 - 32                           9. 20 - 32 



BASELINE: RNN MODEL
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MEDITATION DATASET

Dimensionali
ty

Instability

Poor 
accuracy



RNN WITH TRANSFER LEARNING
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Combinations of hyperparameters [“number of epochs” - “batch size”]
1. 5 - 8                                  4. 10 - 8                             7. 20 - 8
2. 5 - 16                                5. 10 - 16                           8. 20 - 16
3. 5 - 32                                6. 10 - 32                           9. 20 - 32 

MEDITATION DATASET

● Same results most of the time
● Based on the music RNN Model 

only
● Freezing only the first layer
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https://arxiv.org/pdf/1907.01332.pdf



VI. EXTENDABILITY
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1. Preprocessing
a. Feature Extraction instead of raw data
b. Fourier Transformation(Frequency domain Analysis)
c. Dimension Reductionality

2. Model

3. New analysis views



Merci!

Mercredi 20 avril 2022 28
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